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Background

Feature Interaction

• Click-through rate(CTR) prediction can 
be viewed as a binary classification 
problem given different features as 
input[1-4]

CTR prediction

Features as input

• Feature interaction is the most 
important question in CTR modeling 
[1-4]

• Modeling feature interaction correctly 
can significantly improve performance

[1] Cheng, Heng-Tze, et al. "Wide & deep learning for recommender systems." Proceedings of the 1st workshop on deep learning for recommender systems. 2016.
[2] Guo, Huifeng, et al. "DeepFM: a factorization-machine based neural network for CTR prediction." arXiv preprint arXiv:1703.04247 (2017).
[3] Qu, Yanru, et al. "Product-based neural networks for user response prediction." 2016 IEEE 16th International Conference on Data Mining (ICDM). IEEE, 2016.
[4] Zhang, Weinan, Tianming Du, and Jun Wang. "Deep learning over multi-field categorical data." European conference on information retrieval. Springer, Cham, 2016.



Feature Interaction

Naive Memorize Factorize

E.g: FNN[1], LR

• Does not explicitly model feature 
interaction

• Rely on the capability of DNN to 
model feature interaction
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Feature Interaction

Naive Memorize Factorize

E.g: Wide & Deep[2], Poly2[3]E.g: FNN[1], LR

• Does not explicitly model feature 
interaction

• Rely on the capability of DNN to 
model feature interaction

• Use cross-product transformation 
to memorize part or all feature 
interaction
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Feature Interaction

Naive Memorize Factorize

E.g: FM[4], PNN[5], DeepFM[6]E.g: FNN[1], LR

• Does not explicitly model feature 
interaction

• Rely on the capability of DNN to 
model feature interaction

• Use cross-product transformation 
to memorize part or all feature 
interaction

• Learn latent vector of original 
features to model feature 
interaction implicitly
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Feature Interaction

Naive Memorize Factorize

E.g: Wide & Deep, Poly2 E.g: FM, PNN, DeepFM, CANE.g: FNN, LR

• Does not explicitly model feature 
interaction

• Rely on the capability of DNN to 
model feature interaction

• Use cross-product transformation 
to memorize part or all feature 
interaction

• Learn latent vector of original 
features to model feature 
interaction implicitly

Limited model capability Need feature engineering 
or easy to overfit

Different feature may 
influence each other

Background



Feature Interaction

Naive Memorize Factorize

E.g: Wide & Deep, Poly2 E.g: FM, PNN, DeepFM, CANE.g: FNN, LR

Limited model capability Need feature engineering 
or easy to overfit

Different feature may 
influence each other

Different methods perform 
differently on various dataset

OptInter: searching for optimal 
feature interaction methodsBackground



Method
A data-driven approach to 
search for optimal feature 

interaction methods

Only consider 2-nd order because:
1. Empirical experience shows 

that 2-nd order is good 
enough for most cases[1-4]

2. Combination explosion for 
higher-order

[1] Chang, Yin-Wen, et al. "Training and testing low-degree polynomial data mappings via linear SVM." Journal of Machine Learning Research 11.4 (2010).
[2] Rendle, Steffen. "Factorization machines." 2010 IEEE International conference on data mining. IEEE, 2010.
[3] Qu, Yanru, et al. "Product-based neural networks for user response prediction." 2016 IEEE 16th International Conference on Data Mining (ICDM). IEEE, 2016.
[4] Guo, Huifeng, et al. "DeepFM: a factorization-machine based neural network for CTR prediction." arXiv preprint arXiv:1703.04247 (2017).



Relax to discrete optimization 
to continuous optimization

A data-driven approach to 
search for optimal feature 

interaction methods

Method



Relax to discrete optimization 
to continuous optimization

Using Gumbel-softmax[1] 
trick to approximate 

categorical distribution

(a) searching

(b) re-training

Method

[1] Jang, Eric, Shixiang Gu, and Ben Poole. "Categorical reparameterization with gumbel-softmax." arXiv preprint arXiv:1611.01144 (2016).



OptInter as a framework

f: factorize
m: memorize
n: naive

Method



Result

• Memorize is very effective
• OptInter can automatically select optimal modeling methods for each 

feature interaction on different datasets



• The increase of param size does not necessary leads to the increase 
of model performance

• OptInter can better utilize params than other SOTA methods

Orig. E. : Original embedding length
Cross. E. : Cross-product embedding length

Result



• Our search algorithm is better than 
bi-level optimization

• Performance degrades dramatically when the 
model shrink below certain threshold

• Reducing embedding size is more effective 
when resource is constrained

• Retraining is necessary

Result



Discussion

• memorize feature interaction with rich information
• ignore feature interaction with poor information
• factorize different feature interaction given dataset 



Discussion-Avazu Case Study



Conclusion

1. A data-driven framework OptInter including naïve, memorize, 
factorize feature interaction methods

2. A two-stage learning algorithm to select optimal modeling method 
for each feature interaction

3. Conduct comprehensive experiments on 3 public and 1 private 
datasets to demonstrate effectiveness and provide interpretability
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