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Deep Sparse Network: handle 

sparse (usually one-hot), high-

dimensional features.

E.g. City, Season, Gender
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Montreal Winter Skiing!
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Montreal Winter Skiing!
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Shanghai Winter Swimming?
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Consider yourself a sport advertiser

😀
Strong indicator. 

Good!
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Montreal Winter Skiing!

+ =

Shanghai Winter Ping Pong?

+ =

Need a more fine-grained selection

Consider yourself a sport advertiser

😀
Strong indicator. 

Good!
😕

Perhaps not 

much info
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Dimension Explosion

For online advertisement systems

#Field 𝑛 ≤ 100

#Value 𝑚 ≈ 107
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Dimension Explosion

For online advertisement systems

#Field 𝑛 ≤ 100

#Value 𝑚 ≈ 107

Hybrid-grained Selection

𝑨𝑡 = 𝛼𝑨𝑓
𝑡 + 1 − 𝛼 𝑨𝑣

𝑡

𝑨𝑓
𝑡  is the field-level selection

𝑨𝑣
𝑡  is the value-level selection

𝛼 ∈ 0, 1 𝐶𝑛
𝑡

 is the hybrid tensor
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Selection Tensor Decomposition

Dimension Explosion

For online advertisement systems

#Field 𝑛 ≤ 100

#Value 𝑚 ≈ 107

Hybrid-grained Selection

𝑨𝑡 = 𝛼𝑨𝑓
𝑡 + 1 − 𝛼 𝑨𝑣

𝑡

𝑨𝑓
𝑡  is the field-level selection

𝑨𝑣
𝑡  is the value-level selection

𝛼 ∈ 0, 1 𝐶𝑛
𝑡

 is the hybrid tensor

End-to-end selection

Selection results are discrete

𝑺 𝑥 = 𝟏𝑥>0,
𝑑𝑆

𝑑𝑥
= 1 

Sparsification-based Selection Alg.
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On All datasets, OptFeature ranks the first

On Avazu and KDD12, OptFeature achieve significant improvement 



Result

18OptFeature is both efficient and effective
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Summary:

1. Granularity: field -> value -> hybrid.

2. OptFeature:

1. Selection Tensor Decomposition

2. Hybrid-grained Selection

3. Sparsification-based Selection Algorithm 

3. Superior in efficiency and effectiveness.
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Summary:

1. Granularity: field -> value -> hybrid.

2. OptFeature:

1. Selection Tensor Decomposition

2. Hybrid-grained Selection

3. Sparsification-based Selection Algorithm 

3. Superior in efficiency and effectiveness.

Limitations:

1. Lack online evaluation

2. Feature Selection is excluded

3. Single metric-driven
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Summary:

1. Granularity: field -> value -> hybrid.

2. OptFeature:

1. Selection Tensor Decomposition

2. Hybrid-grained Selection

3. Sparsification-based Selection Algorithm 

3. Superior in efficiency and effectiveness.

Paper: Myself:Code:
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