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[1,2,3] only focus on Field-level 
Feature Selection

[4] only focuses on Feature 
Interaction Selection

• Too Coarse
• Redundant Feature Interactions

• Redundant Features

[1] Wang, Yejing, et al. "Autofield: Automating feature selection in deep recommender systems." Proceedings of the ACM Web Conference 2022. 2022.
[2] Lin, Weilin, et al. "AdaFS: Adaptive Feature Selection in Deep Recommender System." Proceedings of the 28th ACM SIGKDD Conference on Knowledge Discovery and Data Mining. 2022.
[3] Guo, Yi, et al. "LPFS: Learnable Polarizing Feature Selection for Click-Through Rate Prediction." arXiv preprint arXiv:2206.00267 (2022).
[4] Liu, Bin, et al. "Autofis: Automatic feature interaction selection in factorization models for click-through rate prediction." Proceedings of the 26th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. 2020.
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Problem Formulation

𝑋 = {𝑥ଵ, 𝑥ଶ, … , 𝑥௠}

For all possible features

Aim to select
𝑋௚ ⊆ 𝑋

subject to

Select all features that can lower 
the loss function
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Jointly consider the influence of 
feature and its interactions
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1. Select the features
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Useful interactions cannot help 
keeping related features
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learning-by-continuation training scheme
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Experiment

Backbone Models:
FM[1], DeepFM[2], DCN[3], IPNN[4]

Baseline Methods:
• AutoField[5], AdaFS[6], LPFS[7]
• AutoFIS[8]

Evaluation Metrics:
AUC, Logloss and Feature Ratio

[1] Rendle, Steffen. "Factorization machines." 2010 IEEE International conference on data mining. IEEE, 2010.
[2] Guo, Huifeng, et al. "DeepFM: a factorization-machine based neural network for CTR prediction." Proceedings of the 26th International Joint Conference on Artificial Intelligence. 2017.
[3] Wang, Ruoxi, et al. "Deep & cross network for ad click predictions." Proceedings of the ADKDD'17. 2017. 1-7.
[4] Qu, Yanru, et al. "Product-based neural networks for user response prediction." 2016 IEEE 16th International Conference on Data Mining (ICDM). IEEE, 2016.
[5] Wang, Yejing, et al. "Autofield: Automating feature selection in deep recommender systems." Proceedings of the ACM Web Conference 2022. 2022.
[6] Lin, Weilin, et al. "AdaFS: Adaptive Feature Selection in Deep Recommender System." Proceedings of the 28th ACM SIGKDD Conference on Knowledge Discovery and Data Mining. 2022.
[7] Guo, Yi, et al. "LPFS: Learnable Polarizing Feature Selection for Click-Through Rate Prediction." arXiv preprint arXiv:2206.00267 (2022).
[8] Liu, Bin, et al. "Autofis: Automatic feature interaction selection in factorization models for click-through rate prediction." Proceedings of the 26th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. 2020
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Datasets:
Criteo, Avazu, KDD12



Result

On Criteo, OptFS tends to reduce feature ratios while keeping the performance.
On Avazu and KDD12, OptFS tends to boost model performance.
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Over the Industrial Scenario:
1. Feature Ratio reduced to 0.3136
2. Aver AUC improvement at 0.23% over 3 daysResult



Transferability Study

• Transferability lead to performance drop
• feature interaction operations is 

correlated with the feature set
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Aim to prove the necessity of 
end-to-end training



Code implementation: 
https://github.com/fuyuanlyu/OptFS

Thanks for Listening!
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1. A problem called feature set selection: jointly considers feature 
and feature interaction selection.

2. A method named OptFS:
1. decomposition trick
2. learning-by-continuation training scheme. 

3. Superior in efficiency and effectiveness.

Personal webpage:
https://fuyuanlyu.github.io/


