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Large Language Model

Predictability

• Model Design[1]

• Emergent Abilities[2]

. . . . . .

Large Language 

Model (LLM)

Research about Predictability

[1] GPT-4 Technical Report. arxiv.2303.08774
[2] Emergent Abilities of Large Language Models. TMLR.2022



Model design: “Scaling Laws for Neural Language Model”

Intuition between all LLMs

Arxiv paper in 2020



Predictability on Downstream Tasks

Dominant Method

‘‘Scaling Law’’ is dominant method

hypothesized power-law relationship

: a model’s computational measures, e.g., training FLOPs.

: their performance loss, e.g., perplexity.

: model family, e.g., Llama-2 7B, 13B, and 70B

and : scaling coefficients customized for each model family. 

Fit this formula through repeated scaling experiments, then predict larger-scale (C′ > C) model. 

‘‘Scaling Law’’ 

Training Evaluation

Model #Param.

Task i

Task ii

Task iii

…

TrainingEvaluation

Iteration of scaling experiments



Challenges

1. High Cost

Training Cost[3]: 

Inference Cost[4]: 

repeated scaling training models (1B, 8B, 70B) in a family.  

Testing various models in various benchmarks, especially for scaled models 

(>70B) and Chain-of-Thought(CoT) tasks (e.g., Math Reasoning).

[3] Predicting Emergent Abilities with Infinite Resolution Evaluation. ICLR 2023

Figure 1. Inference Cost of each 

model in HELM Benchmark.

[4] Holistic Evaluation of Language Models. TMLR 2023

‘‘Scaling Law’’ is not enough

$10K+ and 4K+

GPU hours



2. Missing other factors

3. Ignore relationship among models and tasks.

Scaling law only consider computational measures factor but ignore many important 

factors, e.g., Data Quality [5], Model Hyperparameters, ….

[5] Textbooks Are All You Need. Arxiv. 2306.11644
[6] CompassBench. https://opencompass.org.cn/doc

--[6] 

https://opencompass.org.cn/doc


Pros & Cons of Scaling Law

If predict the performance of LLMs on downstream tasks, 

what other methods can we use beyond scaling laws?

A Summary of Scaling Law

1. There exists predictability in LLMs.

2. Predictability is limited to one single model family.

3. Predictability is limited to one metric. 

4. The fitting of the scaling law is cost.

5. Inference needs inputting transparent design factors.

6. Neglecting other possible factors, e.g., data quality.6.



If predict the performance of LLMs on downstream tasks, 

what other methods can we use beyond scaling laws?

Matrix Factorization?

Beyond Scaling Law



Pilot Demonstration

• HELM Core Leaderboard 

-- 68 models and 16 tasks, a score 

matrix with a density of 82.5%

• Matrix Factorization (MF)

-- # Factor = 10

Conclusion: MF can accurately predict 

most of the missing scores within a low 

error range.

Figure 2. Error Distribution of Predictions based on the open-source 

Leaderboard Using Matrix Factorization. 

Matrix Factorization on HELM Leaderboard (Open-source)



Collaborative Performance Prediction

(ii) Collaborative prediction methods(i) Collaborative performance data



1. Predictability supports cross model-families.

2. Predictability supports cross tasks.

3. Low Training Cost.

4. Predictability supports proprietary model.

5. Predictability supports more factors beyond scaling law.

6. Factor-level Interpretability.

Cons of Scaling Law

1. Predictability is limited to one single model family.

2. Predictability is limited to one metric in one task. 

3. The fitting of the scaling law is cost.

4. Inference needs inputting transparent design factors.

5. Neglecting other possible factors, e.g., data quality.

Collaborative Performance Prediction (CPP)

Comparison

3.

5.



Collaborative Data

We support any score matrixes, including open-source leaderboards and custom leaderboards.

• Open-source Leaderboard

HELM,    OpenLLM[7],    Compass

• Custom Leaderboard

[7] OpenLLM, https://github.com/bentoml/OpenLLM

3 Leaderboard

55 Paper/Technical Report

31 Model Card

Collect the collaborative 

performances

Sparsity < 15% 

#Models = 72

#Tasks = 22

#Model Features = 16

#Task Features = 4

Sparsity = 44% 



Analysis on Custom Leaderboard

• Uneven distribution of testing resources.

• Widespread variations in the scores.

• Missing description/model card. [8]

MMLU and HellaSwag RACE-m

Llama 2-7B       Gopher-1.4B

identical models yield varying scores on the same tasks across different studies.

[8] open-source and science in the era of foundation models. EMNLP 2024 Keynotes, Percy Liang

We encourage everyone should open-source the design factors as many as 

possible.



Collaborative Methods
Matrix Factorization & Neural Collaborative Filtering

Let M = {𝑀1,𝑀2,...,Mn} be a set of n LLMs, and T = {𝑇1,𝑇2,...,𝑇𝑚} be a suite of m tasks. Define the Score 

Matrix 𝑆, which is an 𝑛 × 𝑚 matrix where each element 𝑠𝑖𝑗 represents the performance score of model 

𝑀𝑖 on task 𝑇𝑗. 𝑠𝑖𝑗 is defined as

Neural collaborative filtering uses a multi-layer perceptron to learn the model-task interaction function to 

predict the score 

collaborative 

models and tasks

Optional 

descriptive factors

the latent vectors for 

model i and task j
embeddings of descriptive 

factors

Optionally, we can predict a score when only inputting the descriptive factors,

Loss function is 



Experiment Setting

Evaluation Metric.

Score-Based: MSE & L1 Loss (Predicted Score and Gold Normalized Score)

Rank-Based: Accuracy and MAE@2 (Rank of Predicted Scores and Gold Scores.)

Variation of Models.

Matrix Factorization

Neural Collaborative Filtering

Neural Collaborative Filtering (Factor-enhanced)

Neural Collaborative Filtering (only Factor)

latent factors = 10, learning rate = 0.01, iteration = 250,000

Model Configuration



Descriptive Factors.

Partition.

Validation Set = 5%, because the sparsity of the original matrix is 44%.



Main Result

• Collaborative Filtering Mechanisms is Feasible.

Predicted Score ≈ Gold Score



• Further Improvement Through Model Development. 

• Increasing Accuracy by Incorporating Design Factors

• Supporting Predictions based Solely on Factors.

NCF > MF

NCF(Factor Enhanced) > NCF

Only Factor



Generalization for New Model

CPP-0 = predicting a model with no prior testing information.

CPP-2 = prediction a model with prior testing information on 2 tasks.

Scaling law

CPP-0

• CPP demonstrates greater adaptability than SL.



• CPP can utilize other tasks’ performance to enhance prediction.

CPP-2 better than CPP-0

Dynamic Predictability = Iteration of ``evaluation’’ and ``prediction’’
evaluating simpler tasks can improve predictions for LLM performance on more 

complex tasks.

CPP-2



Generalization for New Task

CPP-T0 = predict performance on one task with no prior testing information; 

CPP-T2 = predict performance on one task with prior testing information on 2 models.



Predicting Performance on Complex 

Reasoning Tasks

‘‘Emergent’’ phenomena in Complex Reasoning Tasks: 

challenges associated with predicting performance from 

smaller models(7B) when the scale of a model expands 

significantly (70B), resulting in discontinuous leaps in 

model capabilities.

Difficult to predict

GSM8K, BBH, HUMANEVAL, MBPP

CPP better than SL



Factor Importance Analysis 
CPP provides a base to analyze each design factor’s importance

The Shapley value, 𝜙𝑖(𝑣), quantifies the average marginal contribution of a factor 𝑖 across all 

possible combinations of factors, and we utilize Shapley-Value for Factor Importance Analysis.

Model Factors Task Factors

• Besides Data Size and Param.Size, other design factors significantly influence predictive outcomes.

• Task factors also have an important role in prediction.



Conclusion

• Predictability beyond Scaling Law

• Relationship Research among Models and Tasks-level

• Efficient Evaluation with Dynamic Predictability 

We need collaborative research via open-source design factors

Predictability Evaluation



Fun Facts

Maybe we should aim higher and be more confident ☺



Thank you~
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