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[1] Qi Pi, and et al.. 2020. Search-based user interest modeling with lifelong sequential behavior data for click-through rate prediction. CIKM’20
[2] Jiarui Qin, and et al. User behavior retrieval for click-through rate prediction, SIGIR’20

• Lifelong behavior modeling in single 
domain[1,2] proves effective.

• Target and rich user behavior sequence may 
not come from the same domain
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How to utilize behavior seqs from other domain?



Behavior sequences from other domain 
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• General Search Unit: seeks the most 
related K candidates 

• Exact Search Unit: utilize MHA to 
capture user’s diverse interest

Retrieve from Single Domain



Behavior sequences from other domain 
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Intuition: Only find the informative 
instances from target domain

• Sparsity Issue: hard to get relevant 
behavior from another domain

• Alignment issue: Same behavior 
means different across domains

• General Search Unit: seeks the most 
related K candidates 

• Exact Search Unit: utilize MHA to 
capture user’s diverse interest

Retrieve from Single Domain



Overall Structure
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Cross Retrieval Unit
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Intuition: Transform into textual space

Use LMs to calculate the semantic 

representation of item



Cross Alignment Unit
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Contrastive Loss is used to align the 

embedding across the domains.

Auxiliary Loss is used to preserve the 

source information.



Cross-Net

10



Evaluation
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Setup: 

• Datasets: Amazon*2 + Industrial

• Baselines: DNN, DeepFM, DIN, SIM, TWIN, CoNet, CDANet, MiNet, LCN  



Offline Evaluation
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Observations: 
• Lifelong behaviors are useful. Sequential > DNN/DeepFM

• Cross-domain is useful                    Cross-domain > Single domain

• Cross-domain Sequential are better MiNet&LCN > others

• RAL-CDNet yields SOTA RAL-CDNet > others



Online Evaluation
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Online tests on WeChat advertising platform for 4 weeks 

CTR+5.34%, CPM+7.67%



Summary

• Cross-domain lifelong behaviors modeling is an effective way to improve the 
performance. 

• RAL-CDNet:

- CD-RU is responsible to retrieval cross-domain items 

- CD-AU introduces two task to explore the relation. 

• Evaluation on both online and offline datasets. 
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