
Fusion Design in CTR

OptFusion

Experiment

Observations: 

➢ Fusion Learning is important yet overlooked
OptFusion yields best performance

➢ Fusion Learning is efficient

OptFusion yields mid-level efficiency

Ablation Study

Case Study

Observations: 

➢ Selecting fusion operation is necessary

➢ Slightly increase with #Components

➢ One-shot selection is necessary

Interesting Observation: 

➢ Residual Connection among deep components

➢ Fusion Learning instead of component

➢ Fusion Connection Learning & Fusion 

Operation Selection

➢ Residual Connection among deep 

components
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Stacked or Parallel?

Pre-defined

Fusion 

Connection

Fixed Fusion 

Operations

Fusion Connection Learning: 

➢ Binary Formulation: 𝑐 𝐺𝑖 , 𝐺𝑗 = ቊ
1, 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑
0, 𝑑𝑖𝑠𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑

➢ Level-constraint: 𝑐 𝐺𝑖 , 𝐺𝑗 = 1
yields

𝐿 𝑖 < 𝐿 𝑗 , ∀ 𝐺𝑖 , 𝐺𝑗

➢ Solved as discrete optimization: 

𝑐 𝐺𝑖 , 𝐺𝑗 → 𝛼𝑖𝑗 = ቐ
> 0, 𝑐 𝐺𝑖 , 𝐺𝑗 = 1

≤ 0, 𝑐 𝐺𝑖 , 𝐺𝑗 = 0

Fusion Connection Learning Fusion Operation Selection

Fusion Operation Selection: 

➢ Aggregation: ො𝒆𝑗 = 𝑜𝑗 𝑐 𝐺𝑖 , 𝐺𝑗 ∙ 𝒆𝑖 , 𝑜𝑗∈ 𝒪

➢ Solved as NAS: ො𝒆𝑗 = σ𝑜∈𝒪 𝑝𝑗
𝑜 ∙ 𝑜 𝕝𝛼𝑖𝑗>0 ∙ 𝒆𝑖
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Criteo Avazu KDD12Training

On Fusion Operation

On #Components

On Selection Alg.
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